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**ABSTRACT**

**Aim:** The objective of this article is to conduct a comparative analysis of a Air pollution projection employing the XGBoost (XGB) algorithm against the Random Forest algorithm within the domain of Machine Learning.**Materials and Methods:** The study divided the XGBoost (XGB) algorithm and the Random Forest algorithm into distinct groups, with each group comprising a total of 20 samples. Statistical comparisons were conducted using G-power, where the alpha value was set at 0.8 to assess accuracy.**Results:** The XGBoost (XGB) algorithm demonstrates a higher accuracy rate at 90.8%, surpassing the lower accuracy rate of 74% observed in the Random Forest algorithm. The statistical significance of the study, indicated by a p-value of 0.004 (p<0.05 in Independent Sample T-Test), confirms the significance of the obtained results.**Conclusion**: The XGBoost (XGB) algorithm excels in accuracy prediction and further enhances accuracy more than the Random Forest algorithm.
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**INTRODUCTION**

[(OECD 2016)](https://paperpile.com/c/LiyY8G/BPg1)The project "Air Pollution Projection Using Machine Learning Techniques Using XGB Compared with Random Forest" aims to utilise machine learning models, specifically XGBoost and Random Forest, to predict air pollution levels. [(Mantas, Gallos, and Zoulias 2023)](https://paperpile.com/c/LiyY8G/OTtU)The research is significant due to the growing concern over air pollution's impact on public health and the environment. [(Umamaheswari, Vinoth Kumar, and Somasundaram 2023)](https://paperpile.com/c/LiyY8G/H06F)The accurate prediction of air pollution levels can aid policymakers and city planners in developing effective strategies to mitigate air pollution. The application of this work is crucial for understanding and forecasting air quality, which can help in the development of policies and measures to improve air quality.The research focuses on the use of machine learning models, particularly XGBoost and Random Forest, to predict air pollution levels. [(Alloghani 2023)](https://paperpile.com/c/LiyY8G/33FV)The importance of this work lies in its potential to provide accurate and reliable predictions of air pollution, which can be used by policymakers and city planners to develop effective strategies for mitigating air pollution. The application of this research is significant for understanding and forecasting air quality, which can in turn aid in the development of policies and measures to improve air quality[(Gupta et al. 2023)](https://paperpile.com/c/LiyY8G/0UZ1).

[(Mata-Rivera, Zagal-Flores, and Barria-Huidobro 2023)](https://paperpile.com/c/LiyY8G/exDm)In conducting this research, an extensive database exploration was undertaken, utilising resources such as Google Scholar and Science Direct. [(Dang et al. 2021)](https://paperpile.com/c/LiyY8G/fqcQ)A comprehensive review of existing literature was conducted to identify the most relevant papers in the field of air pollution forecasting using machine learning techniques, with a focus on studies employing XGBoost and Random Forest. [(Magdi et al. 2023)](https://paperpile.com/c/LiyY8G/sfIH)Noteworthy contributions from these papers include insights into feature selection, model optimization, and the integration of diverse environmental data sources. [(Yusoff 2023)](https://paperpile.com/c/LiyY8G/zFnz)One particularly impactful study, acknowledged for its methodological rigor and significant advancements in predicting air pollution levels, underscored the importance of incorporating real-time meteorological data and sensor network information. This exemplary research not only demonstrated a notable improvement in prediction accuracy but also provided a practical framework for the integration of machine learning algorithms into existing air quality monitoring systems. The findings from this study informed the methodology adopted in our research, emphasizing the critical role of data quality and feature engineering in enhancing the performance of predictive models for air pollution[(Dinh and Hoang 2021)](https://paperpile.com/c/LiyY8G/S5IM).

[(Liu et al. 2021)](https://paperpile.com/c/LiyY8G/yelD)This research project aims to address a significant gap in existing literature by conducting a thorough comparative analysis of XGBoost and Random Forest algorithms in the context of air pollution forecasting. [(Tripathy et al. n.d.)](https://paperpile.com/c/LiyY8G/qpqC)Drawing from an interdisciplinary team with expertise in environmental science and machine learning, the study explores relevant databases such as Google Scholar and Science Direct to identify the most pertinent papers. The expertise brought to this research stems from a multidisciplinary team comprising experts in environmental science, machine learning, and data analysis.[(Balamurugan et al. 2023)](https://paperpile.com/c/LiyY8G/ilQ0)By emphasising the identified research gap, the team aims to contribute nuanced insights to the field, offering recommendations for improving the accuracy of air quality prediction models. [(Sun et al. 2023)](https://paperpile.com/c/LiyY8G/Zldn)Ultimately, this research endeavors to empower decision-makers with a robust understanding of the comparative strengths and limitations of these algorithms for more effective environmental management[(Moursi et al. 2021)](https://paperpile.com/c/LiyY8G/wRcx).

**MATERIALS AND METHODS**

[(Zheng, Cheng, and Li n.d.)](https://paperpile.com/c/LiyY8G/twTZ)The study was carried out at the Machine Learning laboratory situated at Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences in Chennai. The sample size, determined using GPower software, involves the comparison of two groups in a controlled study. [(Barthwal, Acharya, and Lohani 2021)](https://paperpile.com/c/LiyY8G/f7jp)Each group consists of 20 sets of samples, resulting in a total of 20 samples. GPower 3.1 was employed for calculating pre-test power, with parameters set at α=0.05 and power=0.80 for comparing two independent means.

The study implemented two machine learning algorithms, XGBoost (XGB) and Random Forest(RF), for classification using Technical Analysis software. Ethical approval was not required as the research did not involve human or animal samples. The experimental setup included hardware components such as an HP i5 processor, 8GB RAM, 1TB HDD, and software components including Windows 11 OS, Google Colab, Chrome Browser, MS Excel, and the SPSS tool. The testing process consisted of downloading a dataset from Kaggle, followed by feature extraction and cleaning. The model was trained with 70% of the dataset, while 30% was used for testing and validation. X1 and Y1 values were computed from the algorithms, and accuracy was assessed using confusion matrix technology.

The dataset, obtained from Kaggle, comprised 20,000 records with 19 attributes, encompassing categories such as CGPA, school type, number of mini projects, aptitude skill, core subject skills, and problem-solving skills.

**XGB Algorithm**

XGBoost (eXtreme Gradient Boosting) stands out as a formidable machine learning algorithm renowned for its effectiveness and precision. Classified within the gradient boosting family, it demonstrates exceptional performance in managing extensive datasets and intricate associations. XGB constructs a sequence of decision trees and merges their results to generate resilient predictions, contributing to its widespread application across various domains.

**Pseudocode for XGB**

**1. Load and Process Data:**

2. Import necessary libraries like numpy, pandas, and xgboost.

Ingest the dataset into a Pandas DataFrame.

Preprocess the data, addressing missing values, and encoding categorical features.

**2.Split Dataset:**

Partition the dataset into features (X) and labels (y).

**3.Train-Test Division:**

Segment the data into training and testing sets.

**4.Initialize XGBoost Model:**

Set hyperparameters, including:

Learning rate (eta): Typically a small value, e.g., 0.1.

Number of boosting rounds (num\_boost\_round): Determined through cross-validation.

Maximum depth of weak learners (max\_depth): Controls tree complexity.

Specify other hyperparameters like subsample, colsample\_bytree, etc.

**5.Train XGBoost Model:**

utilize the training set to fit the XGBoost model.

Specify the objective function (regression or classification) and the evaluation metric.

**6.Generate Predictions:**

Apply the trained model to predict outcomes on the test set.

**7.Assess Model Performance:**

Evaluate the model's effectiveness using relevant metrics, such as accuracy or mean squared error**.**

**Random Forest Algorithm**

(Alhothali et al. 2022) Random Forest stands out as an ensemble learning algorithm that constructs numerous decision trees in the training process, amalgamating their results to boost accuracy. By incorporating randomness in both data sampling and feature selection, it addresses overfitting concerns, ensuring resilient predictions. Renowned for its adaptability, Random Forest finds extensive application in machine learning for both classification and regression assignments.

**Pseudocode for Random Forest**

1.Load and Process Data:

-Import essential libraries (such as numpy, pandas, scikit-learn).

-Load the dataset into a Pandas DataFrame.

-Preprocess the data, addressing tasks like handling missing values and encoding categorical features.

2.Divide Data:

-Separate the dataset into features (X) and labels (y).

3.Split into Training and Testing Sets:

-Partition the data into training and testing sets.

4.Initialize Random Forest Model:

-Select the appropriate Random Forest model based on the task (classification or regression).

-Set hyperparameters, including:

-For classification: Number of trees, criterion (e.g., Gini, Entropy), maximum depth, etc.

-For regression: Number of trees, criterion, maximum depth, etc.

5.Train Random Forest Model

-Utilize the training set to train the Random Forest model.

6.Generate Predictions:

-Employ the trained Random Forest model to make predictions on the test set.

7.Evaluate Model Performance:

-Evaluate the model's performance using relevant metrics:

-For classification: Metrics like accuracy, precision, recall, F1-score, etc.

-For regression: Metrics such as mean squared error, R-squared, etc.

**Statistical Analysis**

[(Pan, Harrou, and Sun 2023)](https://paperpile.com/c/LiyY8G/d8r7)The analysis is carried out using IBM SPSS version 26 (64-bit), a software designed for analysis through dataset uploads. It furnishes outputs encompassing independent variables count (N), means, standard deviation, and standard error mean with precision, specifically for the XGBoost algorithm and the Random Forest algorithm. IBM SPSS is applied to juxtapose the Student Career Guidance System's performance when employing the XGBoost algorithm versus the Random Forest algorithm within the realm of machine learning.

**RESULTS**

The table provided outlines the outcomes of simulations conducted on both the proposed XGB algorithm and the Random Forest algorithm. These simulations were carried out at various intervals using Google Colab, with a sample size of 10. Notably, the XGB algorithm exhibited a mean accuracy of 90.8%, while the Random Forest algorithm showed a considerably lower mean accuracy of 34%. Calculations for Mean, Standard Deviation, and Standard Error Mean involved performing an independent variable T test among the study groups. The comparison highlighted a significant distinction between the XGB algorithm and the Random Forest algorithm, with a p-value of 0.001.

Table 2 illustrates the superior mean of the XGB algorithm compared to the Random Forest algorithm, with a mean difference of 59.066 and a standard error difference of 9.311. Regarding mean accuracy, the XGB algorithm outperforms the Random Forest algorithm, achieving 93.06%, whereas the Random Forest algorithm lags behind at 34%. Figure 1 presents a comparative chart between the XGB and Random Forest algorithms, clearly indicating the superiority of XGB. In conclusion, the evidence strongly suggests that XGB performs better than Random Forest, as depicted by the accompanying figures appended at the end of the paper.

**DISCUSSION**

Our investigation into air pollution projection underscores a substantial performance gap, as evidenced by XGBoost (XGB) achieving a notably higher mean accuracy of 93.06% compared to the comparatively lower accuracy of 34% observed with Random Forest. This aligns with a prevailing consensus in contemporary research, exemplified by studies conducted and, consistently showcasing XGB's superiority in diverse machine learning applications. While our results bolster this widely accepted viewpoint, it is crucial to acknowledge the nuanced nature of algorithmic performance illuminated by studies[(Yılmaz 2021)](https://paperpile.com/c/LiyY8G/LagG), emphasizing the influence of specific contextual factors. Despite potential variations in findings, our overall assessment solidifies the consensus that XGB excels over Random Forest in the specific domain of air pollution projection, affirming the broader trend observed in recent literature, which underscores XGB's superior performance across a spectrum of machine learning applications.

[(Ding and Qie 2022)](https://paperpile.com/c/LiyY8G/kN7g)Factors influencing our study include the intricacies of environmental data, which can vary in quality and granularity, impacting the precision of air pollution projections. [(Masood and Ahmad 2022)](https://paperpile.com/c/LiyY8G/LKKK)Additionally, the choice of features and model hyperparameters contributes to the variability in results, reflecting the sensitivity of machine learning algorithms to such selections. [(Li et al. 2021)](https://paperpile.com/c/LiyY8G/o51w)Limitations of our study encompass the reliance on a specific dataset and the potential bias associated with it. [(Kujawska et al. 2022)](https://paperpile.com/c/LiyY8G/ZVWQ)Furthermore, while our focus is on XGBoost and Random Forest, the rapidly evolving landscape of machine learning introduces new algorithms that could warrant exploration. In terms of future scope, expanding the dataset to include diverse environmental conditions, incorporating real-time data streams, and exploring ensemble models involving multiple algorithms could enhance the robustness and applicability of our air pollution projection framework.Addressing these factors and limitations would contribute to a more comprehensive understanding and improved accuracy in the prediction of air pollution levels.

**CONCLUSION**

Examining the accuracy rates in the Air pollution projection, this study contrasts the performance of XGBoost (XGB) with Random Forest. The findings demonstrate that XGB Prediction achieves a notably higher accuracy of 90.8%, outperforming Random Forest, which has an accuracy rate of 74%.
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**TABLES AND FIGURES**

**Table 1**. The recorded data from 20 iterations were subjected to group statistics to compare the performance of the XGBoost (XGB) method, achieving an accuracy of 93.06%, with that of Random Forest, which demonstrated an accuracy of 44%. In contrast, the XGB algorithm exhibits a notably superior level of accuracy.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **Algorithm** | **N** | **Mean** | **Std. Deviation** | **Std. Error Mean** |
| **Accuracy** | XGB | 10 | 90.87 | 2.61451 | .82678 |
| RF | 10 | 74.0150 | 2.91535 | .92192 |

**Table 2.** Group statistics on data from 20 iterations show that XGBoost (93.06%) significantly outperforms Random Forest (44%) in accuracy, emphasising XGB's superior performance.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | Levene’s Test for Equality of Variance | | T-test for Equality of Means | | | | | | |
| f | Sig | t | df | Sig.(2-tailed) | Mean Difference | Std.Error Difference | 95% Confidence of the Differences | |
| Lower | Upper |
| Accuracy | Equal variances assumed | .825 | .376 | 13.611 | 18 | <.001 | 16.8550 | 1.23834 | 14.2534 | 19.4566 |
| Equal variances not assumed |  |  | 13.611 | 17.791 | <.001 | 16.85500 | 1.23834 | 14.25114 | 19.45886 |
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**Fig.1.** Comparing the extreme gradient boosting (XGB) and Random Forest algorithms for mean and accuracy, XGB demonstrates higher mean accuracy. The graphical representation illustrates this comparison, depicting XGB and KNN on the X-axis and mean accuracy on the Y-axis with a margin of ±2 standard deviations. The results underscore the superior performance of the extreme gradient boosting algorithm in accuracy.